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USING ARTIFICIAL INTELLIGENCE TO AUTOMATE THE PROCESS
OF COLLECTING AND ANALYZING DATA FROM ONLINE JOB
POSTINGS

Doshanova M.Y.,

Associate Professor of the Department of SOIT, Tashkent University of
Information Technologies named after Muhammad al-Khwarizmi,
Otaxanova B.IL,

Associate Professor of the Department of SOIT, Tashkent University of
Information Technologies named after Muhammad al-Khwarizmi
Aliyev R.R.

Student, Tashkent University of Information Technologies named after
Muhammad al-Khwarizmi

Annotatsiya. Maqolada mavzu sohasining katta matnli korpusida o‘qituvchisiz o‘qitilgan
neyron tarmoq tili modellaridan foydalangan holda jumla vektorlari va bilimlar bazasi
obyektlarining semantik yaqinligini aniqlashga asoslangan onlayn ta’limdan foydalangan holda
ma’lumot olish yondashuvi muhokama qilinadi. Matn korpusini belgilashning ko‘p mehnat talab
qiladigan protseduralarisiz va qoidalarga asoslangan yondashuvlardan foydalanmasdan, joriy
mehnat bozori talablarini tahlil qilish muammosini hal qilishda maqbul sifatga erishish imkonini
beruvchi zamonaviy nazorat qilinadigan va nazoratsiz axborot olish usullari batafsil korib
chiqgilgan.

Kalit so‘zlar: tasniflash usuli, mashinani o’qitish, neyron tarmoq til modellari, tabiiy tilni
qayta ishlash, ma’lumot olish, obyektni tanib olish.

Abstract. The article discusses an approach to information extraction using online
learning based on determining the semantic proximity of sentence vectors and knowledge base
entities using neural network language models trained without a teacher on a large text corpus
of the subject area. A detailed review of modern supervised and unsupervised information
extraction methods is provided, which allow achieving acceptable quality in solving the problem
of analyzing current labor market requirements without the labor-intensive procedure of text
corpus tagging and without using rule-based approaches.

Keywords: classification method, machine learning, neural network language models,
natural language processing, information extraction, entity recognition.

AnHnomayus. [Ipedaazaemvlii 8 cmambe nodxod K u3g/eveHuro UHPOPMayuu OCHOBAH HA
OH/NQUH-06yYeHUU U ucnoab3yem mepy CceMaHmuyeckol 6.ausocmu mexcdy 8eKmopamu
npeoaoxceHull u cyyHocmsamu 6a3vl 3HaHUll. /115 evlvyuciaeHust amoi 6.1u3o0cmu NpuMeHsImcs
Helipocemesvle 513blKo8ble Modeau, 06y4eHHble 6e3 yyumensi Ha 06WUPHOM KOpnyce meKkcmos,
omHocawuxcsi K npedmemuHoll o6aacmu. IlpusedeH nodpo6HbIU 0630p COBPEMEHHbBIX
KOHMPOAUPYeMblX U HEKOHMPOAUPYeMblX Memodo8 u3e/aeveHus uH@popmayuu, n0360A51H0UUX
dobumbcsi npuemsaemo20 kayecmea nNpu peuweHuu 3adavyu aHaau3a meKywux mpebosaHull
pblHKa mpyda 6e3 mpydoemkoll npoyedypbl pasmemku meKcmoeozo kKopnyca u 6e3
UCNO0/1b308aHUS N0OX0008 HA OCHOB8E NPABU.

Kawueevie caoea: memod kaaccudukayuu, MAawuUHHOe oO6y4eHue, Helipocemesvle
s3blkogble Modeau, 06pabomka ecmecmeeHHO20 s3blKa, U38J/eyeHue UHPopmayuu,

pacno3sHaeaHue cywHocmeﬁ.
L ______________________________________________________________________________________________|
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Introduction

Today, the problem of extracting
information from natural language
texts is considered a relevant task.
Traditional methods for this area of
tasks are rule-based approaches, as
well as supervised machine learning
methods on text corpora tagged by
experts. These approaches show the
best quality in recognizing named
entities and extracting facts. However,
the possibilities of high-quality
solutions to information extraction
problems in individual subject areas
using neural network models such as
wordZ2vec, fasttext, paragraph2vec, as
well as other variants of distributed
word representations, for example,
GloVe, trained without a teacher on
large text corpora, have not been fully
explored. Although these approaches to
text vectorization show better results
in the problems of determining
semantic proximity and resolving
lexical ambiguity [26.271,

The aim of the study is to
experimentally evaluate the approach
to determining the type of entity
described by a fragment of text in
natural language using neural network
models trained without a teacher on
large text corpora. The method is based
on the hypothesis that the semantics of
the entity types defined in the
knowledge base corresponds to the
semantics of the entities used in job
descriptions by employers in online
systems (for example, Ish-bor.uz,
Ish.mehnat.uz), but it is necessary to
take into account the difference
between the vocabulary of professional
standards and vacancies. The

possibilities of using this approach are
demonstrated using the example of the
task of extracting entities from the texts
of online recruitment system vacancies
by comparing them by semantic
proximity with the texts of professional
standards to identify current labor
market requirements in the IT industry.
The novelty of the study lies in the
application of approaches based on the
use of neural network language models
in the task of extracting entities from
text, which does not require labor-
intensive manual corpus tagging for
training classifiers or writing a complex
system of rules (without using rule-
based approaches).

Overview of Information

Extraction Methods

The term "information
extraction" covers a wide range of
natural language processing tasks.
There are two main components of the
information extraction process:

1) recognition of named entities;

2) extraction of relationships
between entities.

Recognition of entities (usually
named ones, such as persons,
organizations, and locations) involves
identifying individual phrases and
sentences and defining them as
mentions of an element of a particular
type.

There are three approaches to
entity recognition:

- gazetteers - primitive
collections of various mentions of
certain entities, acting as dictionaries;

- rule-based - rule-based systems
that are broader in scope, but limited
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by the number of instructions and
templates given to them;

- machine learning algorithms -
more complex models that can identify
entities more flexibly, gradually
memorizing new attributes of such
elements during the learning process.

Today, the basic solution to the
entity recognition problem is a
combination of gazetteers, basic rules,
and Conditional random field (CRF).
CRF is one of the classic machine
learning algorithms. Such a set of
algorithms was used, for example, as a
baseline in informal or slang text [l
Most researchers used CRF, as well as
classic feedforward neural networks
(FFNN) and Markov algorithms. In
addition to the texts themselves, many
researchers also used word embedding
values using the word2vec and GloVe
algorithms. Unfortunately, compared to
the baseline of 31%, researchers only
managed to achieve a result of 57.6%,
which indicates that there are certain
difficulties in the entity extraction
process today.

In 12, the authors Z. Zhang and ]J.
Iria propose an algorithm for
automatically constructing gazetteers
based on Wikipedia and WordNet by
identifying the entity type by moving
up the hypernym hierarchy. The
method shows rather weak results for
such types of named entities as person
and organization, but works better for
geographic locations. In addition, it is
limited by the data available in the
mentioned systems. As far as we know,
this method has not been developed.
Rule-based systems are currently
considered to be quite primitive,

suitable only for automating the
processes of extracting well-structured
information. The main disadvantage of
rule-based systems is their limitation -
each new section of knowledge
requires the development of its own set
of rules that can take into account the
specifics of the texts in this area, which
requires the involvement of a large
number of human resources. At the
same time, the quality of more
automated systems based on machine
learning algorithms has increased
enough to compete with the best rule-
based systems. In the work [3], the
authors S.A. Zahraa, C. Mark and H.
Gholamreza declared the possibility of
developing a rule-based system that
can compare in quality with machine
learning algorithms, if you first spend 8
man-weeks on developing rules for a
specific subject area.

When talking about machine
learning algorithms, it is worth
distinguishing between supervised
algorithms, which are trained on a
sufficient volume of manually labeled
examples, and unsupervised
algorithms, which learn to recognize
entities using only the information
provided in the processed data and
some previously known heuristics.
Supervised  algorithms have a
drawback similar to rule-based
systems: their training requires a fairly
labor-intensive process of preparing
training data. Among supervised
machine learning algorithms, most
classical methods reduce the task of
entity recognition to the labeling of
sequences and their subsequent
element-by-element classification.
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More specific examples include the
above-mentioned CRF. CRF is one of the
most popular models for searching for
named entities, defining tags based on
attributes, but taking into account both
the current word and previous and
subsequent words in the text. Thus, this
algorithm underlies a number of
popular sequence taggers. There are
also sequence labeling algorithms
based on maximum entropy [, which
predicts the label of a sequence
element based on the probabilities of
occurrence of certain attributes of a
word and its predecessors, and Markov
models Pl, which perceive text labeling
as a Markov process, where states are
the desired classes, and the
probabilities of the labels of the current
element are determined by the
previous state of the process [6l. More
complex  sequence classification
algorithms can rely on complex neural
network models, such as LSTM, which
has become popular in working with
text data due to its ability to take into
account the history of sequences
passed through it. Examples of the use
of such models can be found in [7],
where the use of bidirectional LSTM
networks allows one to simultaneously
take into account the attributes of both
previous and subsequent words in a
sentence when assigning an entity tag,
and in [8], where the authors compare
the performance of unidirectional and
bidirectional LSTM using CRF at the
network output to take into account the
obtained tags of neighboring words and
improve quality. Unlike supervised
algorithms, unsupervised algorithms
often perform entity detection in text

based on searching for similar words in
a document, in an attempt to identify
named entities into common groups
based on context. An example of this
approach is [], in which the authors use
Word2vec to generate clusters of
words with similar contexts. This
approach  shows better results
compared to the classical CRF for
languages with a low volume of labeled
corpora (for example, Bengali).
Another example is the use of Brown

clusters - organizing words in a
document into hierarchical clusters
based on their distribution

probabilities. However, supervised and
unsupervised algorithms are often
used together. For example, in [19], the
author suggests using the above-
mentioned word2vec model, whose
word vectors are used as one of the
attributes in the process of classifying
named entities. The authors of [
compare the quality of various options
for using word2vec and Brown clusters
as attributes for a CRF classifier for
finding entities in medical texts.
Relationship Extraction
Extracting relationships between
entities found in the text is the next
logical step in extracting structured
information from simple unstructured
text. There are several approaches to
solving this problem in the literature.
One of these approaches is the
approach based on the classification of
possible candidate pairs of entities.
Thus, in the work [7I, the authors
present their algorithm for classifying
binary relations based on many
different groups of attributes -
statistical (frequency), linguistic, based
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on existing knowledge - using SVM as a
classifier of relationship types. Another
example is the algorithm based on a
convolutional neural network in the
work 5], Here, CNN is used to combine
the attributes of individual words and
obtain the attributes of the entire
sentence, which are then used together
to train a softmax classifier of
relationship types. Another group of
approaches is based on the use of
kernels for the automated detection of
patterns of certain types of relations.
For example, the authors of [12] consider
the use of a tree-kernel for constructing
syntactic structures and determining
the proximity between them using the
presence of common subtrees in them.
In another example [3], the authors
propose a polynomial kernel-based
method for automatically finding
"interaction” words involved in
relation patterns. A third group of
approaches treats the relation
extraction task as a generation task.
More specifically, using the original
unstructured text, such approaches
generate a structured representation of
the information contained in the text.
Such generation usually falls under the
term sequenceZsequence or seq2seq -
"sequence to sequence". A variation of

seq2seq based on Dbidirectional
recurrent networks (BiRNN) is used to
extract  relation  triplets  from

unstructured text. This neural network
uses confidence vectors to determine
whether a particular triplet belongs to

a particular relation type, as well as
whether the entities are mentioned in
the input sequence. This method is
limited by the need to specify the exact
number of relation types in advance,
which reduces its flexibility when
changing the domain. The authors of 14
consider the possibility of using
seq2seq for automatic fact extraction
from Wikipedia article texts in the
format of its infobox elements. In this
case, the authors use a separate
generator for each element type. In [15],
the authors propose using a CNN-LSTM
encoder-decoder to transform an input
sentence into a set of all relations
present in it, in descending order of
information content. The main
drawback of this approach is the need
for a sufficiently large training corpus,
necessary for high-quality training of
seq2seq. In addition, this corpus will be
larger than the corpus for training a
conventional classifier.

Method for Determining the

Type of Entities

The study proposes to set the
task of determining the type of entity
for a fragment of the text of a vacancy
by correlating it with elements of
professional standards.

Conceptual Model

Figure 1  illustrates the
conceptual model of the subject area
describing the correspondence

between elements of the description of
vacancies and elements of professional
standards.
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Figure 1.

Conceptual model of entity relationships between professional standards and
vacancies
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This work proposes to define the
following types of entities common in
vacancy descriptions:

- labor actions (responsibilities);

- education requirements;

- knowledge/skills requirements;

- work experience requirements.

Algorithm for determining the
type of entity

Figure 2 shows a general scheme
of the algorithm for determining the
type of entity based on determining the
closest semantic elements of the texts
of standards for each of the vacancy
elements. In this case, the semantic
proximity of the texts is determined
based on the proximity of the vector
representations of the texts generated

specifies

responsibilities

by a neural network language model
trained on a large corpus of vacancy
texts and professional standards.
Vector proximity is usually determined
based on the cosine measure of the
angle between the directions of two
vectors: the closer the vectors are to
each other, the smaller the angle
between their directions, and therefore
closer to 1 its cosine. For each element
of the vacancy text, the approach is
reduced to the following stages:

- determination of the closest
elements of standards;

- voting of the classes of these
“neighbors” to determine the class of
the vacancy element.
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Figure 2.

Algorithm for determining the entity type for a vacancy fragment based on
voting of k-nearest neighbors from standard fragments
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Thus, the main stage of the
proposed approach is the vectorization
of a text document. The experiment
compares a number of different known
vector representation algorithms:
averaged word2vec, TF-IDF weighted
averaged word2vec, SIF weighted
averaged word2vec, paragraphZ2vec.
These algorithms show high results in
semantic proximity determination
tasks, including for the Uzbek language,
for example, in the framework of
semantic proximity determination and
lexical ambiguity resolution
competitions.

Y
end
Neural network language
models
Word2Vec

The neural network approach to
language modeling was proposed by a
team of Google researchers led by
T.Mikolov. This approach is presented
in the form of two variations of a neural
network architecture containing a
single hidden layer. The final model,
relying on the distribution hypothesis
(language  units with similar
distributions have similar meanings),
learns to match words and the contexts
of their use. Training occurs without
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the help of a teacher, using only
unlabeled texts, producing a set of
vectors of a given dimension for any
word encountered during the training
process. The resulting vectors reflect
the proximity of these words: closer
words have closer vectors and vice
versa. The positive characteristics of
this model are the low sparseness of the
final vectors, the ability to specify their
dimension, as well as the speed of
operation (in comparison with more
complex models that provide a similar
level of quality). The main disadvantage
is the inability to interpret the values of
the coordinates of a vector. To obtain a
vector representation of the entire text,
it is necessary to combine the vector
representations of individual words,
which is usually done by taking the
average value of the vectors.

Paragraph2Vec

Developing the idea of wordZ2vec,
T.Mikolov soon proposed a neural
network model for vectorizing entire
documents, called paragraph2vec or
doc2vec. This model has an
architecture similar to word2vec, with
the only difference being that in
addition to context words, the model
also takes into account the context
document, learning  its vector
representation during the training
process. As a result, paragraph2vec is
able to return vectors of entire texts
that have a similar quality to the
vectors of individual words in
word2vec. At the same time, for
previously unseen documents, a vector
can be generated based on the words
included in the document. Thus, using
paragraph2vec, you can obtain vector

representations of texts without any
additional actions.

TF-IDF

Having become a classic
algorithm in NLP, TF-IDF is an easy-to-
understand and calculate scheme for
weighting words in documents. TF-IDF
is a combination of two simpler weights
for a word: tf (term frequency) word
frequency and idf (inverse document
frequency). TF is the simplest
frequency characteristic of a word in a
corpus of documents, reflecting the
frequency of its use in documents of a
given set. The TF heuristic is based on
the assumption that the more
frequently a word is used, the more
important it is. IDF is a slightly more
complex frequency characteristic that
shows how significant a word is for
distinguishing between texts in the
analyzed corpus. This weight measure
attempts to correct the shortcoming of
TF, due to which the weight of
frequently used but unimportant
function words increases. To this end,
IDF is inversely proportional to the
number of documents in which a word
occurs, giving greater weight to words
that occur only in individual
documents, assuming that these words
best describe such a document. Vector
representations of words when using
TF-IDF are one-hot vectors containing
only one value different from 0, equal to
the TF-IDF weight of this word. The
dimension of such a vector is equal to
the number of unique words in a
particular corpus. In this case, to obtain
vector representations of the entire
document, a similar vector is created in
which TF-IDF weights of all words
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occurring in it are substituted instead
of 0. The main disadvantage of such
vectors is their extreme sparseness: a
collection of documents may use all the
words of a language (over 1 million),
while each document may use only a
small part of them (usually around 5-
10 thousand). The advantages of TF-
IDF are the simplicity of its calculation
and  absolute transparency in
interpreting the values of the vectors.
However, TF-IDF weights can be used
as modifiers for other vector
representations. In this case, the TF-
IDF weight of a word is a lexical filter
that determines the influence of this

word on the final text vector,
decreasing or increasing its
contribution based on the

"importance” of this word.

In our experiments, we use TF-
IDF weighting to improve the quality of
the averaged word2vec.

Smoothed Inverse Frequency
(SIF)

Another form of text
vectorization based on weighting word
vector representations was proposed
by scientists at Princeton University.
SIF (smoothed inverse frequency) is a
vectorization algorithm consisting of
two stages.

The first stage is calculating the
weights of words. Initially, the
generative model determines the
probabilities of generating a word at
the current time, taking into account
the current context of this word. Then
the weights of each word are
determined as:

weight = a/(a + p(w)),
(1)

where a is a parameter and
p(w)is the probability of generating a
word w.

The resulting weights are used to
weight the original word vectors. The
second stage is removing common
components. This action is similar in
motivation to IDF: frequently used
words and word pairs receive large
vectors, which cause anomalies in the
document vectors obtained by
averaging word vectors. Namely, the
contribution of these word vectors
causes an increase in the projection of
the document vector onto directions
that do not make any sense. To combat
this influence, the authors propose
removing the projection of the
document vector onto the first
principal component.

As a result, the model generates
weighted  average  vectors  for
documents, which are quite simple to
calculate, but more effective than many
modern baselines.

Experiment

Next, we consider individual
aspects of the experiment with an
assessment of the quality of the
implemented approach on a
representative text corpus.

Characteristics of text corpora

A large corpus of texts of
vacancies in the field of information
technology from the platforms of online
systems Ish-bor.uz and Ish.mehnat.uz
for the last 3 years was prepared for
training neural network models. Two
corpora were prepared to assess the

quality of the models:
1. Corpus of professional
standards for the professions:
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"programmer”, "database
administrator”, "system administrator
of information and communication
systems”, "specialist in testing in the
field of information technology".

2. Corpus of fragments of 102
vacancies of the corresponding
professions, in which the following
types of entities were marked by 4
experts (each fragment describes only
one entity):

- labor actions (responsibilities):
576 examples;

- education requirements: 40
examples;

- knowledge/skills requirements:
545 examples;

- work experience requirements:
53 examples.

Detailed characteristics of the
text corpora are presented in Table 1.

Training parameters of neural
network models

The implementation from the
gensim library [16! was used to train
neural network language models. Table
2 presents the training parameters of
these models.

Table 1
Characteristics of text corpora used in the experiments
Corpus Number of Number of Number of Number of
documents fragments tokens unique tokens
(sentences) (dictionary)

Bosbioi 461 ToIC. 618 ThIC. 113 MJH. 200 ThIC.
KopIyc

BaKaHCUU

Kopnyc npod. 4 cTaHgapTa 502 9 ThIC. 1,1 ThIcC.
CTaH/JIapTOB
TecToBBIN 102 648 7,2 ThIC. 1,6 ThIC.
KopIyc

BaKaHCUU

Table 2.
Parameters for training neural network language models
Model Architecture Dimension Min. word Epochs
frequency

Paragraph2vec | PV-DM 200 3 5

Paragraph2vec | PV-DBOW 200 3 5
WordZ2vec skip-gram 300 3 5
Word2vec CBOW 300 3 5
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Text preprocessing

Before training the models, the
source texts are processed according to
the following principles:

1) multi-line texts are combined
into one line;

2) texts
characters that
numbers, spaces
characters;

3) each token is subjected to
morphological analysis and brought to
normal form (if possible);

4) for normalized tokens, a part
of speech mark is added;

are cleared of all
are not letters,
or some special

5) service parts of
(conjunctions, prepositions
pronouns) are removed.

speech
and

Experiment results

As follows from the results
presented in Table 3, the application of
various weighting modifications to the
average word2vec vector did not lead
to an increase in the quality of the
solution to the entity type
determination problem. The table also
contains the values of k - the number of
nearest neighbors, which yielded the
best results for each of the models.

Table 3.

Results of comparing various neural network language models in determining
the entity type by k nearest neighbors

Mojeb Precision Recall F1 (micro) K (uucio
OIMDKAUIUX
cocepeil)

Doc2vec (DBOW) | 0.57 0.54 0.52 13

Doc2vec (DM) 0.48 0.50 0.48 13

Avr. Word2Vec 0.70 0.68 0.69 12

(skip-gram)

Avr. Word2Vec 0.74 0.73 0.73 13

(CBOW)

TFIDF+Word2Vec | 0.65 0.63 0.63 13

SIF+Word2Vec 0.61 0.59 0.58 9

This is explained by the already
mentioned difference in vocabulary
between the two corpora: the
professional standards corpus and the
vacancy corpus. Classical weighting
schemes (TF-IDF, SIF) were unable to
adapt and qualitatively calculate
inverse frequencies for terms from the
dictionary when mapping vacancy
elements to the space of professional
standards elements. paragraph2vec

showed itself to be significantly worse,
which can be explained by the low
quality of application of trained models
of the PV-DBOW and PV-DM
architectures to short texts of vacancy
fragments (10-15 words on average),
as well as the small number of
examples of standard texts compared
to the number of vacancy texts for high-
quality training of document contexts.
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Table 4.

Results of entity type recognition for each of the classes for the best Avr.
Word2Vec (CBOW) model

Entity type Precision Recall F1 (micro)
Labor action (duty) 0.79 0.71 0.75
Education 0.98 0.89 0.93
requirements

Knowledge/skill 0.69 0.72 0.71
requirements

Work experience 0.51 0.88 0.64
requirements

Total (micro) 0.74 0.73 0.73

Total (macro) 0.74 0.80 0.76

However, it should be noted that
even despite the complete absence of
vacancy marking in the training data,
mapping documents of one type to the
space of documents of another type
based on the definition of semantic
similarity using neural network
language models by online learning
using the nearest neighbor method
already gives the quality of entity type
definition of 0.73 by the F-measure.

Conclusion

In this paper, we proposed and
experimentally investigated a method
for determining the entity type when
extracting information from texts by
calculating the semantic similarity of
vectors obtained using neural network
language models and determining the
nearest neighbor entities from an
automatically constructed knowledge
base. The applicability of the method
for determining four entity types from
vacancy texts is demonstrated on a
representative text corpus of vacancies
and professional standards.

During the experiment, the best
neural network model was determined
- the averaged word2vec, trained using
the CBOW algorithm, which shows the
quality of micro-F1:0.73 and macro-F1:
0.76 when determining four entity
types. The main share of errors is
related to the specifics of the wording
of duties and requirements in
vacancies, when employers mix the
description of work actions with
requirements for practical experience
in applying work actions (skills).

The method has advantages in
the low labor intensity of preparing a
text corpus in comparison with
traditional methods of learning with a
teacher and methods based on rules.
Also, the experiment showed the
advantage of using word2vec model
vectors without TF-IDF or SIF
weighting schemes in conditions of
limited vocabulary of texts from a
knowledge base automatically
generated from professional standards.

18-aprel, 2025

21



MANAGEMENT
AND ECONOMICS . . .
l'l SCIENTIFIC RESEARCH Management And Economics Scientific Research Journal

v JOURNAL https://tmijournals.ndc-agency.uz

List of used literatures:

1. Al-Nabki, W., Eduardo, F.,, Enrique, A., & Laura F.-R. (2020). Improving named entity
recognition in noisy user-generated text with local distance neighbor feature, Neurocomputing,
Volume 382, 1-11.

2.Z,Zhang & ], Iria. (2019). A Novel Approach to Automatic Gazetteer Generation using
Wikipedia, Proceedings of the 2009 Workshop on the People’s Web Meets NLP, ACL-IJCNLP, 1-9.

3. Zahraa, S. A, Mark, C.,, & Gholamreza H. (2017). Multi-domain evaluation framework for
named entity recognition tools, Computer Speech & Language, Volume 43, 34-55.

4. Rekia, K, Yu, Z,, Weinan Zh., & Ting L. (2017). CCG supertagging via Bidirectional LSTM-
CRF neural architecture, Neurocomputing, Volume 283, 31-37.

5. Wang, Y., Tong, H., Zhu, Z,, & Li Y. (2022). Nested Named Entity Recognition: A Survey.
ACM Transactions on Knowledge Discovery from Data, Online publication. 1-29.

6. Hu, X, & etw. (2023). Location Reference Recognition from Texts: A Survey and
ComparisonACM Computing Surveys, Online publication. 1-37

7. Shao, Y., Hardmeier, C., & Nivre, J. (2016). Multilingual named entity recognition using
hybrid neural networks. In The sixth Swedish language technology conference (SLTC).

8. Zhiheng, H., Wei, X, & Kai Yu. (2015). Bidirectional LSTM-CRF models for sequence
tagging. CoRR, abs/1508.01991.

9. Luan, S., & Anderson F. (2021). An Entity Resolution Approach Based on Word
Embeddings and Knowledge Bases for Microblog Texts. Association for Computing Machinery,
Article 53, 1-8.

10. Kumarjeet, P, Pramit, M., & Vaishali, G. (2020). Named Entity Recognition using
Word2vec, International Research Journal of Engineering and Technology (IRJET). Volume: 07,
Issue: 09. 1818-1820.

11. Debora, N., Pikakshi, M., Elisabetta, F., Matteo, P., & Enza M. (2021). LearningToAdapt
with word embeddings: Domain adaptation of Named Entity Recognition systems, Information
Processing & Management, Volume 58, Issue 3.

12. Thien, H. N., Barbara, P., & Ralph, G. (2015). Semantic Representations for Domain
Adaptation: A Case Study on the Tree Kernel-based Method for Relation Extraction, Proceedings
of the 53rd Annual Meeting of the Association for Computational Linguistics and the 7th
International Joint Conference on Natural Language Processing, 635-644.

13. Wenhao, G., Xiao Y., Minhao Y., Kun H., Wenying P., & Zexuan Z. (2022). MarkerGenie:
an NLP-enabled text-mining system for biomedical entity relation extraction, Bioinform Adv.
2(1):vbac035.

14. Wang, Zc., Wang, Zg., Li, Jz. et al. (2012). Knowledge extraction from Chinese wiki
encyclopedias. ]. Zhejiang Univ. - Sci. C 13, 268-280.

15. Nayak, Tapas & Ng, Hwee. (2019). Effective Modeling of Encoder-Decoder Architecture
for Joint Entity and Relation Extraction. 10.48550/arXiv.1911.09886.

16. Library genism. https://pypi.org/project/gensim/ . Date of application [10.02.2025].

18-aprel, 2025 22


https://pypi.org/project/gensim/

MANAGEMENT
AND ECONDMICS ; S
-'I SCIENTIFIC RESEARCH Management and Economics Scientific Research Journal

Iyl owen https://tmijournals.ndc-agency.uz

Ingliz tili muharriri: Nosirova Nargiza Jamoliddin qizi
Musahhih: Vahobova Marfua Mirkamalovna
Sahifalovchi va dizayner: Zoirov Sardor Ziyodin o'g'li

1-maxsus son

© Materiallar ko‘chirib bosilganda “Management and Economics Scientific
Research Journal” jurnali manba sifatida ko‘rsatilishi shart. Jurnalda bosilgan
material va reklamalardagi dalillarning aniqligiga mualliflar ma’sul. Tahririyat
fikri har vaqt ham mualliflar fikriga mos kelamasligi mumkin. Tahririyatga
yuborilgan materiallar qaytarilmaydi.

Mazkur jurnalda maqolalar chop etish uchun quyidagi havolalarga maqola,
reklama, hikoya va boshqa ijodiy materiallar yuborishingiz mumkin.
Materiallar va reklamalar pullik asosda chop etiladi.

El. pochta: journals@timeedu.uz
Tel.: +998 95 651 90 00

“Management and Economics Scientific Research Journal” jurnali 19.09.2024-
yildan O‘zbekiston Respublikasi Prezidenti Adminstratsiyasi huzuridagi Axborot
va ommaviy kommunikatsiyalar agentligi tomonidan 404368-son reyestr ragami

tartibi bo‘yicha ro‘yxatdan o‘tkazilgan. Litsenziya ragami: C-5669639
PNFL: 308906510

Manzilimiz: Toshkent shahar, Yakkasaroy tumani
Shota Rustaveli ko'chasi, 114

|
18-aprel, 2025 475


mailto:%20journals@timeedu.uz

	Bosh muharrir:
	Bosh muharrir oʻrinbosari:
	Muharrir:
	USING ARTIFICIAL INTELLIGENCE TO AUTOMATE THE PROCESS OF COLLECTING AND ANALYZING DATA FROM ONLINE JOB POSTINGS

