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USING ARTIFICIAL INTELLIGENCE TO AUTOMATE THE PROCESS 
OF COLLECTING AND ANALYZING DATA FROM ONLINE JOB 

POSTINGS 
 

Doshanova M.Y., 
Associate Professor of the Department of SOIT, Tashkent University of 

Information Technologies named after Muhammad al-Khwarizmi, 
Otaxanova B.I., 

Associate Professor of the Department of SOIT, Tashkent University of 
Information Technologies named after Muhammad al-Khwarizmi 

Aliyev R.R. 
Student, Tashkent University of Information Technologies named after 

Muhammad al-Khwarizmi 
 
Annotatsiya. Maqolada mavzu sohasining katta matnli korpusida o‘qituvchisiz o‘qitilgan 

neyron tarmoq tili modellaridan foydalangan holda jumla vektorlari va bilimlar bazasi 
obyektlarining semantik yaqinligini aniqlashga asoslangan onlayn ta’limdan foydalangan holda 
ma’lumot olish yondashuvi muhokama qilinadi. Matn korpusini belgilashning ko‘p mehnat talab 
qiladigan protseduralarisiz va qoidalarga asoslangan yondashuvlardan foydalanmasdan, joriy 
mehnat bozori talablarini tahlil qilish muammosini hal qilishda maqbul sifatga erishish imkonini 
beruvchi zamonaviy nazorat qilinadigan va nazoratsiz axborot olish usullari batafsil ko‘rib 
chiqilgan. 

Kalit so‘zlar: tasniflash usuli, mashinani o‘qitish, neyron tarmoq til modellari, tabiiy tilni 
qayta ishlash, ma’lumot olish, obyektni tanib olish.  

 
Abstract. The article discusses an approach to information extraction using online 

learning based on determining the semantic proximity of sentence vectors and knowledge base 
entities using neural network language models trained without a teacher on a large text corpus 
of the subject area. A detailed review of modern supervised and unsupervised information 
extraction methods is provided, which allow achieving acceptable quality in solving the problem 
of analyzing current labor market requirements without the labor-intensive procedure of text 
corpus tagging and without using rule-based approaches. 

Keywords: classification method, machine learning, neural network language models, 
natural language processing, information extraction, entity recognition.  

 
Аннотация. Предлагаемый в статье подход к извлечению информации основан на 

онлайн-обучении и использует меру семантической близости между векторами 
предложений и сущностями базы знаний. Для вычисления этой близости применяются 
нейросетевые языковые модели, обученные без учителя на обширном корпусе текстов, 
относящихся к предметной области. Приведен подробный обзор современных 
контролируемых и неконтролируемых методов извлечения информации, позволяющих 
добиться приемлемого качества при решении задачи анализа текущих требований 
рынка труда без трудоемкой процедуры разметки текстового корпуса и без 
использования подходов на основе правил.  

Ключевые слова: метод классификации, машинное обучение, нейросетевые 
языковые модели, обработка естественного языка, извлечение информации, 
распознавание сущностей. 
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Introduction 
Today, the problem of extracting 

information from natural language 
texts is considered a relevant task. 
Traditional methods for this area of 
tasks are rule-based approaches, as 
well as supervised machine learning 
methods on text corpora tagged by 
experts. These approaches show the 
best quality in recognizing named 
entities and extracting facts. However, 
the possibilities of high-quality 
solutions to information extraction 
problems in individual subject areas 
using neural network models such as 
word2vec, fasttext, paragraph2vec, as 
well as other variants of distributed 
word representations, for example, 
GloVe, trained without a teacher on 
large text corpora, have not been fully 
explored. Although these approaches to 
text vectorization show better results 
in the problems of determining 
semantic proximity and resolving 
lexical ambiguity [26, 27].  

The aim of the study is to 
experimentally evaluate the approach 
to determining the type of entity 
described by a fragment of text in 
natural language using neural network 
models trained without a teacher on 
large text corpora. The method is based 
on the hypothesis that the semantics of 
the entity types defined in the 
knowledge base corresponds to the 
semantics of the entities used in job 
descriptions by employers in online 
systems (for example, Ish-bor.uz, 
Ish.mehnat.uz), but it is necessary to 
take into account the difference 
between the vocabulary of professional 
standards and vacancies. The 

possibilities of using this approach are 
demonstrated using the example of the 
task of extracting entities from the texts 
of online recruitment system vacancies 
by comparing them by semantic 
proximity with the texts of professional 
standards to identify current labor 
market requirements in the IT industry. 
The novelty of the study lies in the 
application of approaches based on the 
use of neural network language models 
in the task of extracting entities from 
text, which does not require labor-
intensive manual corpus tagging for 
training classifiers or writing a complex 
system of rules (without using rule-
based approaches). 

Overview of Information 
Extraction Methods 
The term "information 

extraction" covers a wide range of 
natural language processing tasks. 
There are two main components of the 
information extraction process: 

1) recognition of named entities; 
2) extraction of relationships 

between entities. 
Recognition of entities (usually 

named ones, such as persons, 
organizations, and locations) involves 
identifying individual phrases and 
sentences and defining them as 
mentions of an element of a particular 
type. 

There are three approaches to 
entity recognition: 

- gazetteers - primitive 
collections of various mentions of 
certain entities, acting as dictionaries; 

- rule-based - rule-based systems 
that are broader in scope, but limited 
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by the number of instructions and 
templates given to them; 

- machine learning algorithms - 
more complex models that can identify 
entities more flexibly, gradually 
memorizing new attributes of such 
elements during the learning process. 

Today, the basic solution to the 
entity recognition problem is a 
combination of gazetteers, basic rules, 
and Conditional random field (CRF). 
CRF is one of the classic machine 
learning algorithms. Such a set of 
algorithms was used, for example, as a 
baseline in informal or slang text [1]. 
Most researchers used CRF, as well as 
classic feedforward neural networks 
(FFNN) and Markov algorithms. In 
addition to the texts themselves, many 
researchers also used word embedding 
values using the word2vec and GloVe 
algorithms. Unfortunately, compared to 
the baseline of 31%, researchers only 
managed to achieve a result of 57.6%, 
which indicates that there are certain 
difficulties in the entity extraction 
process today. 

In [2], the authors Z. Zhang and J. 
Iria propose an algorithm for 
automatically constructing gazetteers 
based on Wikipedia and WordNet by 
identifying the entity type by moving 
up the hypernym hierarchy. The 
method shows rather weak results for 
such types of named entities as person 
and organization, but works better for 
geographic locations. In addition, it is 
limited by the data available in the 
mentioned systems. As far as we know, 
this method has not been developed. 
Rule-based systems are currently 
considered to be quite primitive, 

suitable only for automating the 
processes of extracting well-structured 
information. The main disadvantage of 
rule-based systems is their limitation - 
each new section of knowledge 
requires the development of its own set 
of rules that can take into account the 
specifics of the texts in this area, which 
requires the involvement of a large 
number of human resources. At the 
same time, the quality of more 
automated systems based on machine 
learning algorithms has increased 
enough to compete with the best rule-
based systems. In the work [3], the 
authors S.A. Zahraa, C. Mark and H. 
Gholamreza declared the possibility of 
developing a rule-based system that 
can compare in quality with machine 
learning algorithms, if you first spend 8 
man-weeks on developing rules for a 
specific subject area. 

When talking about machine 
learning algorithms, it is worth 
distinguishing between supervised 
algorithms, which are trained on a 
sufficient volume of manually labeled 
examples, and unsupervised 
algorithms, which learn to recognize 
entities using only the information 
provided in the processed data and 
some previously known heuristics. 
Supervised algorithms have a 
drawback similar to rule-based 
systems: their training requires a fairly 
labor-intensive process of preparing 
training data. Among supervised 
machine learning algorithms, most 
classical methods reduce the task of 
entity recognition to the labeling of 
sequences and their subsequent 
element-by-element classification. 
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More specific examples include the 
above-mentioned CRF. CRF is one of the 
most popular models for searching for 
named entities, defining tags based on 
attributes, but taking into account both 
the current word and previous and 
subsequent words in the text. Thus, this 
algorithm underlies a number of 
popular sequence taggers. There are 
also sequence labeling algorithms 
based on maximum entropy [4], which 
predicts the label of a sequence 
element based on the probabilities of 
occurrence of certain attributes of a 
word and its predecessors, and Markov 
models [5], which perceive text labeling 
as a Markov process, where states are 
the desired classes, and the 
probabilities of the labels of the current 
element are determined by the 
previous state of the process [6]. More 
complex sequence classification 
algorithms can rely on complex neural 
network models, such as LSTM, which 
has become popular in working with 
text data due to its ability to take into 
account the history of sequences 
passed through it. Examples of the use 
of such models can be found in [7], 
where the use of bidirectional LSTM 
networks allows one to simultaneously 
take into account the attributes of both 
previous and subsequent words in a 
sentence when assigning an entity tag, 
and in [8], where the authors compare 
the performance of unidirectional and 
bidirectional LSTM using CRF at the 
network output to take into account the 
obtained tags of neighboring words and 
improve quality. Unlike supervised 
algorithms, unsupervised algorithms 
often perform entity detection in text 

based on searching for similar words in 
a document, in an attempt to identify 
named entities into common groups 
based on context. An example of this 
approach is [9], in which the authors use 
Word2vec to generate clusters of 
words with similar contexts. This 
approach shows better results 
compared to the classical CRF for 
languages with a low volume of labeled 
corpora (for example, Bengali). 
Another example is the use of Brown 
clusters - organizing words in a 
document into hierarchical clusters 
based on their distribution 
probabilities. However, supervised and 
unsupervised algorithms are often 
used together. For example, in [10], the 
author suggests using the above-
mentioned word2vec model, whose 
word vectors are used as one of the 
attributes in the process of classifying 
named entities. The authors of [11] 
compare the quality of various options 
for using word2vec and Brown clusters 
as attributes for a CRF classifier for 
finding entities in medical texts. 

Relationship Extraction 
Extracting relationships between 

entities found in the text is the next 
logical step in extracting structured 
information from simple unstructured 
text. There are several approaches to 
solving this problem in the literature. 
One of these approaches is the 
approach based on the classification of 
possible candidate pairs of entities. 
Thus, in the work [7], the authors 
present their algorithm for classifying 
binary relations based on many 
different groups of attributes - 
statistical (frequency), linguistic, based 
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on existing knowledge - using SVM as a 
classifier of relationship types. Another 
example is the algorithm based on a 
convolutional neural network in the 
work [5]. Here, CNN is used to combine 
the attributes of individual words and 
obtain the attributes of the entire 
sentence, which are then used together 
to train a softmax classifier of 
relationship types. Another group of 
approaches is based on the use of 
kernels for the automated detection of 
patterns of certain types of relations. 
For example, the authors of [12] consider 
the use of a tree-kernel for constructing 
syntactic structures and determining 
the proximity between them using the 
presence of common subtrees in them. 
In another example [13], the authors 
propose a polynomial kernel-based 
method for automatically finding 
"interaction" words involved in 
relation patterns. A third group of 
approaches treats the relation 
extraction task as a generation task. 
More specifically, using the original 
unstructured text, such approaches 
generate a structured representation of 
the information contained in the text. 
Such generation usually falls under the 
term sequence2sequence or seq2seq - 
"sequence to sequence". A variation of 
seq2seq based on bidirectional 
recurrent networks (BiRNN) is used to 
extract relation triplets from 
unstructured text. This neural network 
uses confidence vectors to determine 
whether a particular triplet belongs to 

a particular relation type, as well as 
whether the entities are mentioned in 
the input sequence. This method is 
limited by the need to specify the exact 
number of relation types in advance, 
which reduces its flexibility when 
changing the domain. The authors of [14] 
consider the possibility of using 
seq2seq for automatic fact extraction 
from Wikipedia article texts in the 
format of its infobox elements. In this 
case, the authors use a separate 
generator for each element type. In [15], 
the authors propose using a CNN-LSTM 
encoder-decoder to transform an input 
sentence into a set of all relations 
present in it, in descending order of 
information content. The main 
drawback of this approach is the need 
for a sufficiently large training corpus, 
necessary for high-quality training of 
seq2seq. In addition, this corpus will be 
larger than the corpus for training a 
conventional classifier. 

Method for Determining the 
Type of Entities 
The study proposes to set the 

task of determining the type of entity 
for a fragment of the text of a vacancy 
by correlating it with elements of 
professional standards. 

Conceptual Model 
Figure 1 illustrates the 

conceptual model of the subject area 
describing the correspondence 
between elements of the description of 
vacancies and elements of professional 
standards. 
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Figure 1. 
Conceptual model of entity relationships between professional standards and 

vacancies 

 
 
This work proposes to define the 

following types of entities common in 
vacancy descriptions: 

- labor actions (responsibilities); 
- education requirements; 
- knowledge/skills requirements; 
- work experience requirements. 
Algorithm for determining the 

type of entity 
Figure 2 shows a general scheme 

of the algorithm for determining the 
type of entity based on determining the 
closest semantic elements of the texts 
of standards for each of the vacancy 
elements. In this case, the semantic 
proximity of the texts is determined 
based on the proximity of the vector 
representations of the texts generated 

by a neural network language model 
trained on a large corpus of vacancy 
texts and professional standards. 
Vector proximity is usually determined 
based on the cosine measure of the 
angle between the directions of two 
vectors: the closer the vectors are to 
each other, the smaller the angle 
between their directions, and therefore 
closer to 1 its cosine. For each element 
of the vacancy text, the approach is 
reduced to the following stages: 

- determination of the closest 
elements of standards; 

- voting of the classes of these 
“neighbors” to determine the class of 
the vacancy element. 
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Figure 2.  
Algorithm for determining the entity type for a vacancy fragment based on 

voting of k-nearest neighbors from standard fragments 

 
Thus, the main stage of the 

proposed approach is the vectorization 
of a text document. The experiment 
compares a number of different known 
vector representation algorithms: 
averaged word2vec, TF-IDF weighted 
averaged word2vec, SIF weighted 
averaged word2vec, paragraph2vec. 
These algorithms show high results in 
semantic proximity determination 
tasks, including for the Uzbek language, 
for example, in the framework of 
semantic proximity determination and 
lexical ambiguity resolution 
competitions. 

Neural network language 
models 

Word2Vec 
The neural network approach to 

language modeling was proposed by a 
team of Google researchers led by 
T.Mikolov. This approach is presented 
in the form of two variations of a neural 
network architecture containing a 
single hidden layer. The final model, 
relying on the distribution hypothesis 
(language units with similar 
distributions have similar meanings), 
learns to match words and the contexts 
of their use. Training occurs without 
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the help of a teacher, using only 
unlabeled texts, producing a set of 
vectors of a given dimension for any 
word encountered during the training 
process. The resulting vectors reflect 
the proximity of these words: closer 
words have closer vectors and vice 
versa. The positive characteristics of 
this model are the low sparseness of the 
final vectors, the ability to specify their 
dimension, as well as the speed of 
operation (in comparison with more 
complex models that provide a similar 
level of quality). The main disadvantage 
is the inability to interpret the values of 
the coordinates of a vector. To obtain a 
vector representation of the entire text, 
it is necessary to combine the vector 
representations of individual words, 
which is usually done by taking the 
average value of the vectors. 

Paragraph2Vec 
Developing the idea of word2vec, 

T.Mikolov soon proposed a neural 
network model for vectorizing entire 
documents, called paragraph2vec or 
doc2vec. This model has an 
architecture similar to word2vec, with 
the only difference being that in 
addition to context words, the model 
also takes into account the context 
document, learning its vector 
representation during the training 
process. As a result, paragraph2vec is 
able to return vectors of entire texts 
that have a similar quality to the 
vectors of individual words in 
word2vec. At the same time, for 
previously unseen documents, a vector 
can be generated based on the words 
included in the document. Thus, using 
paragraph2vec, you can obtain vector 

representations of texts without any 
additional actions. 

TF-IDF 
Having become a classic 

algorithm in NLP, TF-IDF is an easy-to-
understand and calculate scheme for 
weighting words in documents. TF-IDF 
is a combination of two simpler weights 
for a word: tf (term frequency) word 
frequency and idf (inverse document 
frequency). TF is the simplest 
frequency characteristic of a word in a 
corpus of documents, reflecting the 
frequency of its use in documents of a 
given set. The TF heuristic is based on 
the assumption that the more 
frequently a word is used, the more 
important it is. IDF is a slightly more 
complex frequency characteristic that 
shows how significant a word is for 
distinguishing between texts in the 
analyzed corpus. This weight measure 
attempts to correct the shortcoming of 
TF, due to which the weight of 
frequently used but unimportant 
function words increases. To this end, 
IDF is inversely proportional to the 
number of documents in which a word 
occurs, giving greater weight to words 
that occur only in individual 
documents, assuming that these words 
best describe such a document. Vector 
representations of words when using 
TF-IDF are one-hot vectors containing 
only one value different from 0, equal to 
the TF-IDF weight of this word. The 
dimension of such a vector is equal to 
the number of unique words in a 
particular corpus. In this case, to obtain 
vector representations of the entire 
document, a similar vector is created in 
which TF-IDF weights of all words 
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occurring in it are substituted instead 
of 0. The main disadvantage of such 
vectors is their extreme sparseness: a 
collection of documents may use all the 
words of a language (over 1 million), 
while each document may use only a 
small part of them (usually around 5–
10 thousand). The advantages of TF-
IDF are the simplicity of its calculation 
and absolute transparency in 
interpreting the values of the vectors. 
However, TF-IDF weights can be used 
as modifiers for other vector 
representations. In this case, the TF-
IDF weight of a word is a lexical filter 
that determines the influence of this 
word on the final text vector, 
decreasing or increasing its 
contribution based on the 
"importance" of this word. 

In our experiments, we use TF-
IDF weighting to improve the quality of 
the averaged word2vec. 

Smoothed Inverse Frequency 
(SIF) 

Another form of text 
vectorization based on weighting word 
vector representations was proposed 
by scientists at Princeton University. 
SIF (smoothed inverse frequency) is a 
vectorization algorithm consisting of 
two stages. 

The first stage is calculating the 
weights of words. Initially, the 
generative model determines the 
probabilities of generating a word at 
the current time, taking into account 
the current context of this word. Then 
the weights of each word are 
determined as:                  

𝑤𝑒𝑖𝑔ℎ𝑡 = 𝑎/(𝑎 + 𝑝(𝑤)),                                     
(1) 

where  𝑎 is a parameter and 
𝑝(𝑤)is the probability of generating a 
word 𝑤. 

The resulting weights are used to 
weight the original word vectors. The 
second stage is removing common 
components. This action is similar in 
motivation to IDF: frequently used 
words and word pairs receive large 
vectors, which cause anomalies in the 
document vectors obtained by 
averaging word vectors. Namely, the 
contribution of these word vectors 
causes an increase in the projection of 
the document vector onto directions 
that do not make any sense. To combat 
this influence, the authors propose 
removing the projection of the 
document vector onto the first 
principal component. 

As a result, the model generates 
weighted average vectors for 
documents, which are quite simple to 
calculate, but more effective than many 
modern baselines. 

Experiment 
Next, we consider individual 

aspects of the experiment with an 
assessment of the quality of the 
implemented approach on a 
representative text corpus.  

Characteristics of text corpora 
A large corpus of texts of 

vacancies in the field of information 
technology from the platforms of online 
systems Ish-bor.uz and Ish.mehnat.uz 
for the last 3 years was prepared for 
training neural network models. Two 
corpora were prepared to assess the 
quality of the models: 

1. Corpus of professional 
standards for the professions: 
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"programmer", "database 
administrator", "system administrator 
of information and communication 
systems", "specialist in testing in the 
field of information technology". 

2. Corpus of fragments of 102 
vacancies of the corresponding 
professions, in which the following 
types of entities were marked by 4 
experts (each fragment describes only 
one entity): 

- labor actions (responsibilities): 
576 examples; 

- education requirements: 40 
examples; 

- knowledge/skills requirements: 
545 examples; 

- work experience requirements: 
53 examples. 

Detailed characteristics of the 
text corpora are presented in Table 1. 

Training parameters of neural 
network models 

The implementation from the 
gensim library [16] was used to train 
neural network language models. Table 
2 presents the training parameters of 
these models. 

 
Table 1 

Characteristics of text corpora used in the experiments 
Corpus Number of 

documents 
Number of 
fragments 
(sentences) 

Number of 
tokens 

Number of 
unique tokens 
(dictionary) 

Большой 
корпус 
вакансий  

461 тыс.  618 тыс.  113 млн.  200 тыс.  

Корпус проф. 
стандартов  

4 стандарта  502  9 тыс.  1,1 тыс.  

Тестовый 
корпус 
вакансий  

102  648  7,2 тыс.  1,6 тыс.  

 

Table 2. 
Parameters for training neural network language models 

Model Architecture  Dimension Min. word 
frequency 

Epochs  

Paragraph2vec PV-DM  200  3  5  
Paragraph2vec PV-DBOW  200  3  5  

Word2vec  skip-gram  300  3  5  
Word2vec  CBOW  300  3  5  
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Text preprocessing 
Before training the models, the 

source texts are processed according to 
the following principles: 

1) multi-line texts are combined 
into one line; 

2) texts are cleared of all 
characters that are not letters, 
numbers, spaces or some special 
characters; 

3) each token is subjected to 
morphological analysis and brought to 
normal form (if possible); 

4) for normalized tokens, a part 
of speech mark is added; 

5) service parts of speech 
(conjunctions, prepositions and 
pronouns) are removed. 

 
Experiment results 
As follows from the results 

presented in Table 3, the application of 
various weighting modifications to the 
average word2vec vector did not lead 
to an increase in the quality of the 
solution to the entity type 
determination problem. The table also 
contains the values of k – the number of 
nearest neighbors, which yielded the 
best results for each of the models. 

 
Table 3. 

Results of comparing various neural network language models in determining 
the entity type by k nearest neighbors 

Модель  Precision  Recall  F1 (micro)  k (число 
ближайших 
соседей)  

Doc2vec (DBOW)  0.57  0.54  0.52  13  
Doc2vec (DM)  0.48  0.50  0.48  13  
Avr. Word2Vec 
(skip-gram)  

0.70  0.68  0.69  12  

Avr. Word2Vec 
(CBOW)  

0.74  0.73  0.73  13  

TFIDF+Word2Vec  0.65  0.63  0.63  13  
SIF+Word2Vec  0.61  0.59  0.58  9  

 
This is explained by the already 

mentioned difference in vocabulary 
between the two corpora: the 
professional standards corpus and the 
vacancy corpus. Classical weighting 
schemes (TF-IDF, SIF) were unable to 
adapt and qualitatively calculate 
inverse frequencies for terms from the 
dictionary when mapping vacancy 
elements to the space of professional 
standards elements. paragraph2vec 

showed itself to be significantly worse, 
which can be explained by the low 
quality of application of trained models 
of the PV-DBOW and PV-DM 
architectures to short texts of vacancy 
fragments (10–15 words on average), 
as well as the small number of 
examples of standard texts compared 
to the number of vacancy texts for high-
quality training of document contexts.
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Table 4.  
Results of entity type recognition for each of the classes for the best Avr. 

Word2Vec (CBOW) model 
Entity type Precision  Recall  F1 (micro)  
Labor action (duty) 0.79  0.71  0.75  
Education 
requirements 

0.98  0.89  0.93 

Knowledge/skill 
requirements 

0.69  0.72 0.71  

Work experience 
requirements 

0.51 0.88 0.64 

Total (micro) 0.74 0.73  0.73 
Total (macro) 0.74 0.80  0.76  

 
However, it should be noted that 

even despite the complete absence of 
vacancy marking in the training data, 
mapping documents of one type to the 
space of documents of another type 
based on the definition of semantic 
similarity using neural network 
language models by online learning 
using the nearest neighbor method 
already gives the quality of entity type 
definition of 0.73 by the F-measure. 

Conclusion 
In this paper, we proposed and 

experimentally investigated a method 
for determining the entity type when 
extracting information from texts by 
calculating the semantic similarity of 
vectors obtained using neural network 
language models and determining the 
nearest neighbor entities from an 
automatically constructed knowledge 
base. The applicability of the method 
for determining four entity types from 
vacancy texts is demonstrated on a 
representative text corpus of vacancies 
and professional standards.  

During the experiment, the best 
neural network model was determined 
- the averaged word2vec, trained using 
the CBOW algorithm, which shows the 
quality of micro-F1: 0.73 and macro-F1: 
0.76 when determining four entity 
types. The main share of errors is 
related to the specifics of the wording 
of duties and requirements in 
vacancies, when employers mix the 
description of work actions with 
requirements for practical experience 
in applying work actions (skills).  

The method has advantages in 
the low labor intensity of preparing a 
text corpus in comparison with 
traditional methods of learning with a 
teacher and methods based on rules. 
Also, the experiment showed the 
advantage of using word2vec model 
vectors without TF-IDF or SIF 
weighting schemes in conditions of 
limited vocabulary of texts from a 
knowledge base automatically 
generated from professional standards.
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